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ABSTRACT
Regulatory regimes designed to ensure transparency often struggle to ensure that transparency is meaningful in practice. This challenge is particularly great when coupled with the widespread usage of dark patterns — design techniques used to manipulate users. The following article analyses the implementation of the transparency provisions of the German Network Enforcement Act (NetzDG) by Facebook and Twitter, as well as the consequences of these implementations for the effective regulation of online platforms. This question of effective regulation is particularly salient, due to an enforcement action in 2019 by Germany’s Federal Office of Justice (BfJ) against Facebook for what the BfJ claim were insufficient compliance with transparency requirements, under NetzDG.

This article provides an overview of the transparency requirements of NetzDG and contrasts these with the transparency requirements of other relevant regulations. It will then discuss how transparency concerns not only providing data, but also how the visibility of the data that is made transparent is managed, by deciding how the data is provided and is framed. We will then provide an empirical analysis of the design choices made by Facebook and Twitter, to assess the ways in which their implementations differ. The consequences of these two divergent implementations on interface design and user behaviour are then discussed, through a comparison of the transparency reports and reporting mechanisms used by Facebook and Twitter. As a next step, we will discuss the BfJ’s consideration of the design of Facebook’s content reporting mechanisms, and what this reveals about their respective interpretations of NetzDG’s scope. Finally, in recognising that this situation is one in which a regulator is considering design as part of their action — we develop a wider argument on the potential for regulatory enforcement around dark patterns, and design practices more generally, for which this case is an early, indicative example.

1 INTRODUCTION
There are numerous challenges with ensuring effective transparency in a socio-technical context. In practice, transparency undertakings are often lacking, with many actors preferring to create the illusion of transparency rather than actually engaging in transparent practices [20]. Notably, even though legal requirements for transparency are common [17, 54], it is relatively uncommon for regulators to enforce these transparency requirements systematically [9, 43]. This makes the fine issued by the BfJ against Facebook ‘for violating the provisions of the Network Enforcement Act’ (NetzDG) [2] particularly interesting. The core job of regulators is to oversee private sector actors and in some cases like the GDPR to oversee public sector actors as well. The issuance of the fine is an evidence that the BfJ was taking on this oversight role and pushing for greater transparency. At the same time, online platforms have a commercial interest in handling complaints using their own Community Standards mechanisms rather than by the provisions of NetzDG, as handling complaints using their Community Standards is considerably easier and cheaper for them [31, 36, 57]. This leads to our main research question: How do Facebook and Twitter implement the transparency provisions of NetzDG and what are the consequences of their respective implementations for the regulation of online platforms?

Platform Community Standards have been heavily criticised as lacking transparency, accountability, and procedural safeguards for the human beings affected by them [1, 13, 14, 19, 30, 64, 65, 68]. Regulation of platforms through instruments like NetzDG can thus be seen as a response to this criticism. The BfJ’s decision also needs to be seen in the context of a wider push for platform regulation in Europe; the UK Government’s ‘Online Harms White Paper’[21] and the French proposal on making social media platforms more accountable [26] are two further examples. The way in which NetzDG is interpreted provides a key indicator of what the future European platform regulation could look like.

1.1 Definitions, Scope and Case Selection
In order to answer the research question, we will first define a few key terms to ensure their meaning is clear within this article, as well as clarify the scope of our analysis. The term complaints will be used extensively, as this is the official legal terminology used by the German NetzDG and the BfJ. When speaking about the technical mechanisms used to receive these complaints, we will use the more common terminology of reporting mechanism for users to be able to report problematic content. In the context of this article, the terms
complaint and report and flag can be understood interchangeably as they all refer to a way in which users can inform platforms about problematic content.

We use dark patterns to refer to the "instances where designers use their knowledge of human behavior (e.g., psychology) and the desires of end users to implement deceptive functionality that is not in the user’s best interest" [27]. §5 explores the concept in detail.

As mentioned in the introduction, this article discusses the transparency provisions of NetzDG. We do not discuss the numerous criticisms of NetzDG in regards to freedom of expressions, which we note have already been extensively discussed elsewhere [16, 33, 35, 37, 38, 69]. Instead, we will focus on the transparency-related aspects of NetzDG, which have not yet received the same level of scrutiny and analysis, and importantly, forms the basis for an enforcement action regarding the means by which online transparency mechanisms are implemented.

In regards to the concept of transparency, we draw on the work of Flyverbom to "conceptualize transparency projects as a form of visibility management with extensive and often paradoxical implications for the organizations and actors involved" [20]. From this perspective, it is important to explore "(a) the technological and mediated foundations of transparency and (b) the dynamics of visibility practices involved in efforts to make people, objects, and processes knowable and governable" [20]. As such, this article considers both the technical foundations, the legal and regulatory context, and the attempts by different private sector actors to create visibility through specific forms of compliance with transparency obligations.

As this article includes an empirical analysis, we believe it is important to justify why specific empirical cases were chosen. We decided to analyse how Facebook and Twitter attempt to comply with NetzDG in greater detail. The choice of Facebook was clear, not only as it was the subject of a BfJ enforcement action, but also because it is one of the only platforms we are aware of that exhibits two separate reporting mechanisms in its implementation of NetzDG and platform Community Standards – one of the main reasons it was targeted by the BfJ. Twitter was selected, as it provides a good example of an implementation of NetzDG that combines the reporting mechanisms for Community Standards and NetzDG into a single reporting mechanism. As such, the choice of Facebook and Twitter as cases represents a 'most-different case' [24] selection, allowing for a systematic comparison of the two approaches to implementing NetzDG.

Finally, we contrast the transparency provisions around the content reporting mechanisms provided under NetzDG, with existing mechanisms for transparency and content reporting already provided by online platforms such as Facebook or Twitter. These mechanisms are referred to here as Community Standards and consist of all relevant documents and processes which influence how platforms decide which content to remove. For Facebook, this includes the Facebook Community Standards and Terms of Service,1 as well as internal manuals on how to implement these rules on an everyday basis [4, 67]. For Twitter, we consider the Twitter Rules and policies, general guidelines and Terms of Service.2

2 REGULATING TRANSPARENCY

2.1 Transparency requirements in NetzDG

NetzDG came into force in Germany on 1 January 2018 [31]. Its main purpose is to reduce illegal content online through ensuring that platforms block and delete illegal content, while increasing transparency and accountability of platform content removals. According to Medienanstalt Hamburg, NetzDG has led to effective deletion procedures for reported content [29]. NetzDG applies to for-profit media service providers with at least two million registered users that operate online platforms with user generated content [16]. Platforms that provide journalistic or editorial content do not fall under the scope of NetzDG, nor do instant messaging services like WhatsApp, Wire or Telegram [16].

Since NetzDG was passed, debates about the law have shifted considerably from the context in which it was originally discussed. What was originally debated as a means to increase the compliance with the law by online platforms in Germany increasingly became focused on platform Community Standards, transparency requirements and procedural safeguards for users [57, 61, 69]. For those platforms which fall within the scope of NetzDG, §2 NetzDG specifies that platforms that receive more than 100 notifications about unlawful content per year must publish a public transparency report in German every 6 months. These reports provide an insight into statistics and information necessary for an assessment of NetzDG implementation [31]. Furthermore, they have to provide information about how the platform deals with the reported content it receives.

The minimum reporting standards for these transparency reports are defined in §2 (2) NetzDG. These requirements include a general outline of how criminal activity on the platform is dealt with (Nr.1), a description of the mechanisms in place (Nr. 2), the number of the complaints (Nr. 3), organisational and human resources (Nr. 4), membership of industry bodies (Nr. 5), number of complaints for which an external body was consulted (Nr. 6), number of complaints that were deleted (Nr. 7), time span of deletion or blocking procedure in place (Nr. 8) and measures to inform the user who submitted the complaint, as well as the users whose content is under investigation (Nr. 9). §3 NetzDG also clearly defines how platforms are expected to deal with the complaints of users. §3 (1) NetzDG specified that "the provider of a social network shall maintain an effective and transparent procedure for handling complaints about unlawful content" and that "[t]he provider shall supply users with an easily recognisable, directly accessible and permanently available procedure for submitting complaints about unlawful content".

Finally, §4 NetzDG defines the provisions and regulatory fines that may be imposed. Both intentional or negligent offences fall within the scope of §4 NetzDG. If the provisions of NetzDG are not followed, the fines can reach up to 50 million Euros [31]. Fines can only be imposed for systematic failures of the platforms because of


mismanagement of their complaint reporting practices [57]. Platforms thus do not violate the rules if they make an ‘honest mistake’, in the reporting procedures or if content has been overlooked due to an error [16].

2.2 Comparing NetzDG and other transparency regimes

Providing transparency is a crucial element of good regulation. The Organisation for Economic Cooperation and Development (OECD) defined transparency “as one of the central pillars of effective regulation, supporting accountability, sustaining confidence in the legal environment, making regulations more secure and accessible, less influenced by special interests, and therefore more open to competition, trade and investment” [50]. Moreover, transparency contributes to and enables accountability [7, 45] enhancing the overall legitimacy of regulatory decisions [15]. Transparency requirements are often mainstreamed as regulatory tools, typically requiring private actors such as corporations to provide the public with factual and comparable information about their products and practices for various public policy purposes [23]. Organisations like Ranking Digital Rights or the Global Network Initiative also encourage transparency by private companies as a means to ensure greater accountability [6, 42].

Importantly, even if private companies are involved in creating transparency, it is still the responsibility of states to ensure legal certainty and predictability in how transparency is provided [39]. This can be achieved by setting minimum standards for the provision of transparency, or through the regulator providing additional guidance on correct the implementation of transparency provisions. At the same time, corporations often offer the illusion of transparency, providing company information in a way that follow organizational goals at least as much as legal principles [20].

The reporting obligations of §2 NetzDG are most similar to the transparent reporting requirements of telecommunication providers. In the telecommunication sector, transparency regulations are common and used to foster consumer protection policies, focusing on pricing, billing and the quality of service [32]. Furthermore, electronic communication ex ante competition regulation 3 foresees the use of transparent accounting separation and cost accounting systems by the service providers in order to ensure comparable and controllable pricing to be overseen by national regulators. In some cases, telecommunications transparency reports function as corporate responsibility action in response to government surveillance activities [53]. In a similar vein, the “Transparency Reporting Index” by AccessNow 4 compiles information on transparency policies activated as safeguards against government abuses with regards to online surveillance, network disruptions or content removal.

The mere provision of transparency is not a panacea to regulatory concerns but should involve complex mediation processes and the interpretation of information. Therefore, the implementation of transparency requirements should make published data understandable to consumers and to the general public. This was the case, when the German Federal Network Agency (BNetzA) issued in 2016 the Transparency Ordinance for Telecommunications (TKTransparenzV) to improve the information rights of end-users vis-à-vis their service provider with “the provision of transparent, comparable and up-to-date information in a clear, comprehensible and easily accessible form”. § TKTransparenzV §1 stipulates in detail the information that the product sheets must contain — such as data transmission rates and fundamental contractual terms — and BNetzA further published sample sheets to ensure consistency in the form of information provision. The sample sheets 5 were designed in a simple and comprehensible manner to assist service providers in following transparency rules, while users benefited from information served in an accessible form. However, regarding NetzDG, the BfJ have not provided additional guidance to platform operators on how to design their reporting practices.

2.3 Transparency as visibility management

Companies also use transparency mechanisms as a form of visibility management. Companies like Facebook and Twitter have a strong interest in promoting their perspective on the status and health of their social networks, for which transparency mechanisms are important tools. As noted by Flyvertom, organisational positioning is a key way in which transparency is used by firms to “foreclose and downplay other types of intervention that could be made to address the problem and create awareness of how the Internet is governed by both state and non-state actors” [12, 20]. The following section does not claim any specific knowledge of the actual motivations of Facebook or Twitter. Rather, it interprets the different strategies and narratives used by each organisation to justify their decisions in how to comply with NetzDG.

In doing so, Twitter and Facebook engage in very different narratives. Through its combined reporting procedures which integrate NetzDG and Community Standards, Twitter demonstrates that it complies with the requirements of NetzDG to the fullest extent. In order to do this, Twitter lists a large number of cases in its NetzDG transparency reports to show that it is complying with the law wherever possible.

By contrast, the approach taken by Facebook is very different to Twitter. By assessing the vast majority of cases under its own Community Standards, it effectively shows that NetzDG is unnecessary, as its own Community Standards are already highly effective. Following this narrative, it is important to emphasize the low levels of content which is not yet covered by Facebook Community Standards and which would require additional reporting under NetzDG. This approach by Facebook is also consistent with the design of the user interface, which is particularly hard to find and will be discussed in detail in §3.

In this sense, Facebook’s NetzDG transparency reporting mechanisms can be seen as a way to contest the legitimacy and necessity of the law. Twitter’s interface choices in its reporting mechanisms—by contrast—are consistent with Twitter demonstrating willingness to comply with local legal requirements. Further, there are also
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4See https://www.accessnow.org/transparency-reporting-index/.
7Product information sheet pursuant to section 1 TKTransparenzV.
clear economic reasons for processing complaints under platform Community Standards rather than under NetzDG [31, 57].

Determining whether a complaint falls under NetzDG following the minimum standards for complaint management provided by NetzDG is more complex and time-consuming than analysing the same piece of content under the platforms’ own Community Standards [31, 57]. This is because platform Community Standards are optimised [52] to allow a swift low-cost analysis with no minimum standards [66], while NetzDG aims for legal compliance and includes minimum standards which are more expensive to implement. A similar claim is made by Keller, who argues that “maintaining a single set of standards—and perhaps expanding them to accommodate national legal pressure as needed—is much easier” [36].

Transparency requirements are not just being portrayed from a specific perspective by Twitter and Facebook. The German regulator BfJ also has an interest in portraying its implementation of NetzDG in a certain light. The NetzDG has been heavily criticised for creating legal mechanisms that are likely to harm freedom of expression by both German and international legal scholars [57, 61] as well as the UN Special Rapporteur on Freedom of Expression [35] and been the subject of parliamentary hearings to discuss potential revisions [38]. In this political context, showing the effectiveness of the law and its regulatory impact is particularly important.

This political dimension of NetzDG is particularly problematic because BfJ is not an independent regulator, but “has a crucial role in the enforcement of [NetzDG] and directly reports to the Minister of Justice, making it by no means politically independent” [57].

This is one important design flaw in NetzDG, as enforcement was not given to an independent regulator. As such, BfJ may be more inclined to take an adversarial approach to online platforms, in order to demonstrate its ability to regulate key platforms like Facebook. It is thus important to consider the political dimensions of BfJ decisions, where considerations of political visibility are greater than they would be for an independent regulator.

Finally, in line with Flyverbom we argue that “transparency efforts, like other visibility practices, always involve selectivity, directionality, and interpretation” [20]. All forms of transparency reporting involve a degree of interpretation. Both companies necessarily need to select which types of content to show and how to interpret the results in the same way that the BfJ needs to do so in determining whether to fine them or not.

As strange as this may seem, the transparency requirements of NetzDG are not just designed to promote transparency. The overall goal pursued by NetzDG is to increase the enforcement of German law against global platforms, and its transparency reporting requirements constitute a mechanism to push for practices which promote the primacy of German law over the Community Standards of platforms. This claim of the primacy of German law over Community Standards is implicit in the BfJ’s interpretation of NetzDG in the fine issued to Facebook. As such, how Facebook and Twitter provide transparency has both an organisational and performative dimension that extends far beyond the mere provision of data [3, 20]. The extent to which platforms are willing to adapt their existing organisational practices to acknowledge the primacy of German law over their own Community Standards in their reporting mechanisms is a similarly important factor to the quality of data they provide.

3 IMPLEMENTATIONS OF NETZDG BY FACEBOOK AND TWITTER

3.1 Methodology

In preparing this article we analysed in detail how Facebook and Twitter attempt to comply with NetzDG. It is notable that although a variety of different implementations exist, most providers that we looked at chose to integrate the requirements of the NetzDG directly into their existing user reporting interface. Facebook’s approach to NetzDG is different from that of most other platforms, in that they developed a completely separate reporting procedure for complaints under the NetzDG.

Our analysis is based on attempting to flag a fictitious piece of content on 6 August 2019. This piece of fictitious content would, if it were real, constitute incitement to violence and is commonly considered illegal in most jurisdictions as well as in international legal standards. It is also a relatively ‘clear case’ in regard to the complexity of reporting mechanisms and other types of content such as ‘hate speech’ would have required additional input.

Before going into detail regarding the individual NetzDG implementations for Facebook and Twitter, we have first provided an overview of the content reporting interfaces used by both platforms for user complaints. As these complaints can be made both based on Community Standards and NetzDG, we have displayed both processes separately for each of the two platforms. The result is an overview of the relevant steps for four different interfaces in total. As Twitter has integrated its NetzDG process into its existing interface for user complaints, the difference in the process involved between lodging a complaint based on NetzDG and Twitter Community Standards is very small. By contrast, there is a significant difference in Facebook’s processes for flagging content via the NetzDG and Facebook’s interface for content removal via their own Community Standards. Fig.1 provides a visualisation of the steps involved in all four options. We also listed the number of options a user of each interface can choose from, providing an overview of the number of the choices the user is being asked to make.

In order to develop an indicative estimate of how long the different reporting mechanisms would take to complete, we developed a short online survey with identical wording to that used by Facebook and Twitter’s reporting mechanisms. This survey was filled out by 190 users at a German-language university in Europe to provide an estimate of how long (in seconds) it would take an average user to read an fill out a form of this kind. The average amount of time it took participants to answer each question is listed in Fig.1.

SMOG grading was used to provide a general overview of readability of the text used by Facebook and Twitter in their reporting mechanisms. SMOG grading has been in use for many decades [44] and remains one of the “fastest and simplest ways to arrive at an objective difficulty rating for reading material” [41], which is also used to analyse the readability of terms and conditions [46] and Internet content more broadly [25]. Fig.1 provides an individual SMOG grade for each step of the process, as well as a grade for all of the text provided by each reporting mechanism. This is to assist in the assessment of the readability of the information being provided to the user. Existing literature on survey design suggest that increasing the length, number of questions and complexity in an online survey is likely to reduce rate at which individuals respond
Thus it is a plausible hypothesis that longer reporting mechanisms with more options and less readable text are less likely to be completed by the users of online platforms. Additional usage of dark patterns, making the reporting mechanism difficult to find, warning about the negative consequences of using it or redirecting attention away from it, may also result in lower completion rates.

3.2 Results

Figure 1: Overview of Facebook and Twitter reporting mechanisms for NetzDG and Community Standards according to number of options, time to answer and complexity of text.

The results of our analysis suggest significant differences for users who want to report content between how Facebook and Twitter implement NetzDG. While there is an additional regulatory ‘burden’ involved in collecting additional information under NetzDG, Twitter implements this in a manner that does not significantly extend the existing reporting process. The number of questions asked by Twitter expands only slightly from five to six, however the number of answer options increases more significantly from 15 to 27. By contrast, Facebook’s Community Standards reporting interface was even shorter, including only two steps; its NetzDG reporting mechanism significantly increases from 2 to 15 steps in total. The number of answer options also increases from 11 to 40. Importantly, the Facebook reporting procedure requires a higher degree of technical expertise from users who want to submit a complaint. Users also need to understand the concept of a URL and submit this URL to Facebook within the form. While Facebook does attempt to explain how to do this to users of the form, the explanation itself may dissuade users from filling in information.

Another important distinction between the implementation of NetzDG by Facebook and Twitter, is that Facebook uses a flat information structure of one long form, while Twitter uses a hierarchical information structure. This means that Facebook ends up showing users lots more information (and thus burdens users with more complexity) than is actually necessary, while Twitter first asks about the concern, then guides the user through the process by narrowing the selection of potentially relevant legal foundations in line with the German law.

3.3 Facebook content reporting interfaces

There is a considerable difference between the processes for reporting complaints under its Community Standards and under the NetzDG on Facebook. To file a complaint under the NetzDG on Facebook, the reporting procedure does not start next to the content the user wants to flag like it does for Community Standards reports, but rather in the Facebook “Help Center”. Thus in order to discover this process, the user needs to be aware that:

(1) A German act called NetzDG exists through which they can flag content on Facebook.
(2) That flagging content under NetzDG requires a distinct reporting process on Facebook than the normal Community Standards reporting process.
(3) This process can be found in the Facebook Help Center or in the Impressum of the Facebook website.

In addition, a link to the information page about NetzDG is also provided as part of the legally required basic Imprint/Impressum information about each webpage provided at the bottom of the page [31]. The Impressum used by Facebook is ‘hidden’ in a similar manner to Terms of Service, Privacy Policy and other documents that users would often never bother to properly read [60]. This approach to compliance by online platforms is not unusual. Many online platforms push information about legal compliance on data protection and their own terms of service as far away from the user as possible [55]. While this behaviour may be common, it can nevertheless be considered a dark pattern, enhancing information asymmetries [43], thereby limiting their ability to access legal rights. Facebook also repeatedly warns users of the dangers of providing information as it “may be required to provide the contents of your report, including your personal information, to parties that have obtained an appropriate court order or as part of other legal process” and attempts to redirect users “[t]o report content as a Community Standards violation instead of under NetzDG”. We have provided the exact text used by Facebook in Figure 2.

This even goes to the extent of providing misleading legal advice to users. As noted by Heldt: “Not only is this additional reporting

---

8See https://www.facebook.com/help/contact/190933712721103
9See https://www.facebook.com/help/contact/190933712721103
procedure well hidden, but once a user is presented with the NetzDG complaint form (on Facebook), he or she will be warned that any false statement could be punishable by law (even if this rule does not apply to statements made to private parties) [31].

These forms of redirection, obstruction and visual interference can also be considered dark patterns [43], as Facebook makes the process of submitting a NetzDG complaint unnecessarily cumbersome while simultaneously trying to redirect user attention away from the NetzDG reporting process. This shows that dark patterns are not just designed to get users to pay for a product or provide access to their data as is commonly the case, they serve to significantly limit users access to their legal rights under NetzDG. It has been noted that Facebook’s NetzDG reporting mechanisms can “prevent users from reporting potentially unlawful content, which is cause for concern as it may result in chilling effects” [31].

However it should also be noted that such effects are not limited to Facebook’s implementation of NetzDG, but also extend to other reporting mechanisms. There is extensive literature on the chilling effects associated with DMCA counter-notices, which are rarely used due to the threat of liability [8, 58, 62, 63]. Even though users in theory have access to the right to counter-notification, the way DMCA legislation is designed provides considerable disincentives to access this right in practice. Facebook’s design choices also lead to chilling effects for users, however these chilling effects are based not on legal provisions but instead on Facebook’s design choices.

All reported content is first reviewed under Facebook Community Standards. If these are violated, then the piece of content is removed globally. If the content in question only violates German law but not Facebook’s Community Standards, then the content is blocked only in Germany. This two-step approach has allowed Facebook to avoid having its broader content review process subject to NetzDG transparency reports. In some respects, Facebook’s community guidelines are stricter than those under NetzDG. For example, Facebook bans types of content such as nudity, while German laws do not have a general prohibition on nudity on social network sites [16]. Facebook’s interpretation of the scope of NetzDG is crucial in this context, as they seem to interpret the German NetzDG as a ‘legal add-on’ to their existing global Community Standards and design their internal processes accordingly. As a result, analysing the content to their own Community Standards takes precedent over ensuring that it complies with German law.

At the same time, this interpretation of NetzDG is convenient for Facebook, as it limits the transparency requirements the company falls under. In this reading of NetzDG, it does not have to list complaints made under the NetzDG if they were already covered by Facebook Community Standards. As a result, the transparency reports listed below include a very low number of NetzDG complaints. As comparable statistics for Facebook Community Standards violations in Germany are not available, it is impossible from the outside to say with complete certainty how many complaints were made both in the Facebook NetzDG interface and in the Facebook Community Standards interface. As noted above, this very limited interpretation of transparency requirements is not unusual, however the limited scope of interpretation of NetzDG conflicts with both the spirit and wording of the regulation [31].

3.4 Twitter content reporting interfaces

By contrast, Twitter has implemented a far broader understanding of NetzDG in its reporting mechanism. By integrating a NetzDG complaints mechanism as part of its existing reporting mechanism, there are few differences between Twitter’s existing Community Standards complaints form and the NetzDG reporting mechanism. To report content on Twitter, the user has to click on the three dots next to the post to open a pop-up window where one can choose between the following options: “I’m not interested in this Tweet”, “It’s suspicious or spam”, “It displays a sensitive image”, “It’s harmful” or “Covered by Netzwerkdurchsetzungsgesetz”. If the user clicks on the last option, they will have to give further information about the problematic substance of the Tweet. Moreover by organising information about the complaint in a hierarchical manner, Twitter significantly reduces the level of complexity a user faces.

Importantly, Twitter also has an organisational process for dealing with NetzDG complaints that is distinct from Facebook: “In order to comply with NetzDG, Twitter depends on a staff of 50 and a separate reporting flow to analyse German complaints. Elsewhere, content is first reviewed against Twitter’s terms and conditions. In Germany, it is analysed against the NetzDG’s narrower definition of illegal content” [16]. Finally, it is important to mention that Twitter’s NetzDG reporting interface is only provided in German, which may be a challenge for Twitter users in Germany that do not speak German.

3.5 How many NetzDG complaints are actually made?

Taking a holistic approach to understanding transparency also requires looking at “interpretation, and negotiation processes; and consequences” [3] that result from attempts at creating transparency. In this section we will look in greater detail at the consequences of the design choices taken by Facebook and Twitter in order to comply with NetzDG.

Because public transparency reports are required by §2 NetzDG, it is also possible to see how these design choices influenced users decisions to submit complaints via the respective platforms under NetzDG. Based on the NetzDG transparency reports provided by Facebook and Twitter, we compiled a summary (Fig.3) of the number of reports made, in which quarter, by which entities (complaints bodies or individual users) and how the platforms responded.

As Facebook has a far larger number of active users in Germany than Twitter, we also provided an additional metric of ‘Reports per million users.’ Based on aggregating data from several different sources [5, 47, 56] (Facebook: avg. 31.5 Million 2018, 32 Million 2019; Twitter: avg. 3.8 Million 2018 and 2019) we believe it is possible to provide a more accurate estimate of how many reports are provided by individual users.
The results of this analysis are stark: user complaints per million users listed in NetzDG transparency reports are between 7236 and 26215 times higher on Twitter than they are on Facebook.

There are several possible explanations for this massive discrepancy:

(1) Facebook is first checking NetzDG reports under its Community Standards reporting mechanisms and if these reports fall under their own Community Standards, not reporting them as part of their transparency reports. Twitter is not.

(2) The NetzDG reporting mechanism is much harder for users to find on Facebook than on Twitter. As a result Facebook users are less likely to make reports under NetzDG than Twitter users.

(3) The Facebook NetzDG reporting mechanism is designed in a way that users are unlikely to complete it. This could lead to a considerable number of users not completing reports made under this form. Twitter does not do this.

This leads to far higher numbers of reported complaints for Twitter NetzDG transparency reports than for Facebook NetzDG transparency reports. Without more data on the the actual usage of the Community Standards and NetzDG reporting mechanisms, it is impossible to say which of these three factors has the greatest influence. What seems evident is that the design choices made by both Twitter and Facebook influence to a considerable degree the number of complaints they receive under the NetzDG.

An alternate hypothesis could be that Twitter has much more illegal content on its platform, or that German Twitter users are far more likely to complain about content in general. However it seems unlikely that either of these two hypothesis would result in differences at such a scale.

In this context, what Facebook and Twitter consider a NetzDG complaint is particularly important; a NetzDG complaint needs to be following basic minimum standards and comes with additional rights for individuals making complaints under NetzDG. In contrast, complaints under the platforms’ Community Standards do not have these protections. By Facebook not considering user complaints filed by their Community Standards reporting mechanisms to be NetzDG complaints, and thus not including them in their transparency reports, Facebook is both hindering oversight while effectively limiting user rights.

### Figure 3: Facebook and Twitter NetzDG Transparency Report Original and Weighted by Number of Users.

<table>
<thead>
<tr>
<th></th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1-Q2 2018</td>
<td>Q3-Q4 2018</td>
</tr>
<tr>
<td></td>
<td>By complaints bodies</td>
<td>Action taken</td>
</tr>
<tr>
<td>Complaints &amp; action</td>
<td>113</td>
<td>45</td>
</tr>
<tr>
<td>Reports per Million Users*</td>
<td>0.35</td>
<td>0.14</td>
</tr>
</tbody>
</table>

4 FINING FACEBOOK FOR VIOLATING NETZDG TRANSPARENCY REQUIREMENTS

In July 2019, the first fine of 2 Million Euros was issued pursuant to the German NetzDG by Germany’s BfJ. According to the BfJ Facebook’s NetzDG transparency report “fails to meet a number of statutory information requirements” [2]. One of the central problems the report reveals is the dual-reporting system Facebook has in place: “The Federal Office of Justice understands that a considerable number of reports are made via the widely known standard channels [on the basis of Facebook’s Community Standards], and that the account given in the published report is therefore incomplete” [2]. The Federal Office of Justice criticizes the transparency report of Facebook because the indicated statistics and numbers are flawed. On the 19th of July 2019, Facebook filed an objection against the fine and the decision by BfJ [51].
The purpose of §2 NetzDG is to ensure that the BfJ is in a position to effectively oversee the efforts undertaken by the platforms to eliminate users’ criminally punishable activity and the processes, mechanisms put in place to that. The NetzDG rules and the reporting obligations reflect the concept of procedural accountability [10], whereby regulators investigate platform operators’ governance procedures to ascertain whether they have adopted appropriate processes in making, implementing and enforcing their rules. Following this concept of procedural accountability, unified and comparable data and information reported by the platforms is the fundamental tenant of the regulatory oversight. The problem with Facebook’s reporting manner is that they hinder regulatory supervision. Once the data on the ‘amount’ of hate speech or terrorist content does not reflect accurate volumes of such supposedly illegal speech, none of the actions by the platforms can be evaluated. Comparability across platforms is critical to gauge on the actual implementation of NetzDG. Furthermore, the lack of in-depth information on the trends of users’ behaviour, as it relates to distinct illegal speech categories, hinders any policy response.

According to the BfJ, Facebook’s separate reporting paths therefore violate §2 (1) first sentence in conjunction with §2 (2) Nr. 7 NetzDG, because the numbers of complaints received about unlawful content do not mirror reality: “The incomplete data on the number of complaints also affects the degree to which meaningful, disaggregated information has been provided on the measures taken in response [...] The incomplete figures on complaints mean that an account of how effective the complaints mechanism is, as foreseen by the legislation, is rendered impossible” [2].

4.1 Scope of user complaints covered by NetzDG

One of the main challenges with NetzDG is correctly assessing the scope of the complaints covered by it. The law itself is relatively vague in this regard and does not necessarily limit the scope of user complaints covered by the law, beyond saying that they should constitute complaints about illegal content.

It does however, in §3 (1) NetzDG, specify that providers of social networks should “supply users with an easily recognisable, directly accessible and permanently available procedure for submitting complaints about unlawful content”. However, the German BfJ did not argue to fine Facebook because they did not have a complaints procedure, but rather because they violated transparency requirements by providing incomplete transparency reports. This begs the question—in the context of NetzDG—what would be considered a complete transparency report by BfJ in these circumstances?

There are four possible answers to this question. Transparency reports could be considered necessary for:

(1) All complaints made by users through the official NetzDG reporting portal of the online platform;
(2) All complaints made by users that refer to the NetzDG in some way or form, regardless of the ways in which these complaints are made;
(3) All complaints in which users explicitly refer to the illegality of a specific piece of content;
(4) All complaints made by users which are de facto about illegal content, regardless of whether the user references the legality or NetzDG.

Importantly the possible answers to this question become increasingly costly and time consuming for the platform, the further down the list they progress. In its most expansive interpretation of NetzDG (#4 above), platforms would have to essentially check all complaints made under any reporting mechanism on their platform twice, once regarding their own Community Standards and once for NetzDG. As there are legal requirements for the minimum qualifications of staff working on NetzDG in contrast to staff working on Community Standards which have no such requirements (in law), it can be assumed that option 4 would be considerably more costly and burdensome than option 1, in particular when combined with the potential need for checking the same content twice to different standards.

So how could providers ensure that they limit the scope of the implementation of NetzDG suggested in option 4? They can most effectively do so by providing upfront and clear information to users at an early stage when a complaint is made, for example like Twitter’s content reporting mechanism. By providing this information as part of every complaints process, they are better positioned to claim that they informed the user of their rights and the user did not wish to consider their complaint as part of the NetzDG.

By contrast, Facebook’s choice of interface design puts it at risk of a far more extensive interpretation of NetzDG. Even if it were to provide transparency reporting for all complaints made using its NetzDG form (which the German BfJ argues it does not), it could still be expected to provide transparency reporting for all other claims made as part of its Community Standards reporting process. It could be argued that these could also potentially be covered by NetzDG, as users were not sufficiently informed of their ability to claim these rights under the NetzDG and that the scope of NetzDG could thus extend to such claims.

Put in the context of interface design, this means that a well-designed and easy-to-use user-interface that promotes genuine transparency and gives users easy access to their rights reduces the potential scope of NetzDG. This interpretation of the act still needs to be argued in court, but the BfJs line of argumentation already shows promising signals for its ability to reduce the incentives for dark patterns in interface design.

5 NETZDG: REGULATING DESIGN?

A key aspect of the enforcement action of this case relates to the design decisions made by Facebook. This bears exploration, given the BfJ action is an indicative example of potential and means for regulators to contest the usage of dark patterns. In light of this, we now explore the potential for regulatory enforcement around dark patterns and design practices more generally.

5.1 Dark patterns

As mentioned, dark patterns are essentially design practices that seek to unduly influence and manipulate users. Definitions of the term include: “a user interface that has been carefully crafted to trick users into doing things” [9], “instances where designers use their knowledge of human behavior (e.g., psychology) and the desires...
of end users to implement deceptive functionality that is not in the user’s best interest” [27]; and “user interfaces whose designers knowingly confuse users, make it difficult for users to express their actual preferences, or manipulate users into taking certain actions” [40].

The concept of dark patterns comes from research on computer-human interaction, which uses the term patterns to describe specific types of interaction between an interface and a human being which solve a specific problem [48]. One common example of such design patterns is a ‘wizard’, which is frequently used to lead users through a specific set of questions to solve a specific problem. As design patterns, wizards all tend to have a similar look and feel and are designed in a similar manner. While dark patterns also share similar design traits, they have developed in recent years into a conceptual framework to describe manipulative design practices in digital technologies which attempt to manipulate human behaviour.

The concept has gained prominence in recent years, and has been included in public policy documents, most notably in a report of the Norwegian Consumer Council on Privacy and Dark Patterns in 2018 [34]. More recently Mathur et al. have also been able to show that dark patterns are a common phenomenon, with 11.1 per cent of the “11K most popular shopping websites” [43] using some form of dark pattern.

5.2 Regulating dark patterns

Much of the literature on dark patterns argues that they are very hard to regulate. Brignull suggests that greater user awareness could be helpful [9], while Gray et al. believe that “ethical standards are necessary” [27] to respond to the challenge of dark patterns. However as noted by Mathur et al., some of the commonly considered dark patterns “are unambiguously unlawful in the United States (under Section 5 of the Federal Trade Commission Act and similar state laws), and the European Union (under the Unfair Commercial Practices Directive and similar member state laws)” [43]. Mathur et al. also argue other dark patterns are “likely in violation of affirmative disclosure and independent consent requirements in the Consumer Rights Directive as well as the General Data Protection Regulation (GDPR)” [43]. Even if dark patterns are considered unlawful, these laws are rarely enforced [9, 11, 43].

One aspect that makes the BfJ decision particularly interesting is that it indicates the potential and means for regulators to contest the usage of dark patterns. Many design decisions which are seen to be in conflict with the NetzDG by the BfJ, would also be considered typical examples of dark patterns, i.e. those designs aimed to divert, obstruct and redirect [9, 27, 43]. Given the prevalence of “unambiguously unlawful” [43] dark patterns online, the NetzDG and the associated enforcement actions of the BfJ[10] represent an example for exploring, in broader terms, how the regulation of dark patterns could be effective.

5.3 Regulating beyond the user interface

A central aspect of the BfJ’s action against Facebook concerned the NetzDG’s requirement for platforms to employ an “effective and transparent measure” for individuals to report content that they consider problematic.

Dark patterns concern user manipulation. It follows that such design practices may be particularly attractive where (i) regulatory requirements require some interaction with a user, be it the provision of information or direct action (e.g. reporting); and (ii) there are incentives for the organisation to limit that interaction. In this example, an interface design that results in users submitting fewer NetzDG reports can bring benefits in terms of a lower administrative burdens, amongst others.

However, many transparency obligations, rather than concerning an individual’s interaction with the organisation (and their systems), will fall on the organisation’s processes. For instance, provisions of the NetzDG require platforms to provide the regulator with detail on how certain complaints are handled (see §2.1). As such, the design of business processes, workflows, and the technology are important considerations, as is the degree to which these systems support interrogation and oversight by relevant parties, be they internal or external (regulators, users, etc.). These aspects directly impact accountability; concepts such as ‘procedural accountability’ are predicated on these foundations [10].

Such considerations have implications from the technical design perspective, beyond that of the user interface. That is, there appears opportunities for technical mechanisms that support transparency (and accountability more generally) to be designed and integrated within technical system architectures [59]. These could include, for instance, means facilitating secure audit; recording and verifying data transfers and information sharing; managing automation; etc.

So just as enforcement might work to dissuade dark patterns and problematic interface design, it will be interesting to see whether and how regulatory actions—particularly with the trend towards increased complexity and automation—also work to influence the design, architecture, and other aspects of technical systems.

6 CONCLUSION

How do Facebook and Twitter implement the transparency provisions of NetzDG and what are the consequences of their respective implementations for the regulation of online platforms? This article has shown that there are considerable differences between the implementations of NetzDG by Facebook and Twitter. Both the usage of dark patterns and the way user complaints are organised and structured within Facebook and Twitter have considerable consequences for wider platform governance. This is particularly the case as Facebook was fined for its NetzDG transparency practices by the German BfJ.

But also beyond this individual enforcement action, the Facebook-NetzDG case is of wide-reaching importance. There are many policy and legislative proposals in the making at the moment in Europe, including the UK Government’s ‘Online Harms White Paper’ [21] and the French proposal on making social media platforms more accountable [26]. These foresee the central involvement of national regulators in the implementation of the proposed new rules on platforms. The decision of the BfJ in this context will likely set a precedent for how future cases are decided.

[10] Of course, the BfJ’s remit is limited to a particular scope, and so their ability to regulate does not extend to dark patterns in other areas such as privacy or consumer protection.
Mechanisms for transparency are “effective only when the information they produce becomes embedded in everyday decision-making routines of users and disclosers” [22]. The current case implies that these routines should be carefully designed and realized based on mutual and consensual interpretation of the law and the logic on which the law is based. Regulators should assist such practices with the elaboration of reporting guidelines and further direct the platforms in their operations in a consultative manner. Germany is carefully looked at by many right now: the principles of ‘good regulation’ [49, 50] are being tested in this case.

What NetzDG also demonstrates is that regulatory requirements for transparency around illegal content regulation are insufficient. Indeed, many of the topics that NetzDG initially set out to combat like ‘hate speech’ or ‘misleading information online’ are not illegal, and are captured under the Community Standards of each specific platform. As the boundaries between these Community Standards and illegal content are typically blurry, a lack of reporting around the moderation of legal content opens the door to precisely the kind of category shifting between NetzDG and Community Standards that Facebook has engaged in. Thus the use of NetzDG to promote better design practices in online social networks are promising. Particularly in the area of safeguarding transparency for users around reporting mechanisms, NetzDG could work to reduce the prevalence of dark patterns and manipulative user design.

Another related challenge is the lack of standardisation in online content moderation. This is particular important, as the reporting requirements for NetzDG are based on user reported data. It is thus of great importance to ensure the consistency of this user reported data, as well as ensure that it is provided in a standardised and comparable manner. As the metrics used differ from platform to platform, this makes meaningful comparisons extremely difficult. NetzDG and other transparency regimes could go much further here, by more precisely defining the exact scope of existing reporting requirements and ensuring that all published data has to be audited. These challenges also apply to user interfaces, as making the same reporting mechanisms easier to use on one platform than another evidently influences how the number of user reports received can be interpreted.

At the core of the debate however remains the question of privacy of standards within content reporting mechanisms. Facebook believes that its Community Standards are to be considered first and only if the do not apply then ‘local’ regulatory requirements should be considered. While it is understandable that a global social network would want to standardise its content moderation practices around a single set of standards, it appears to prioritise its own ‘global’ rules over ‘local’ laws in the process. By designing and operating on the assumption that its Community Standards supersede local laws, Facebook not only sets a global default for speech online [66], it is neither transparent nor accountable in doing so [1, 19, 30, 68].

NetzDG has been criticised extensively for its potential to limit freedom of expression online [16, 33, 35, 37, 38, 69]; however its transparency provisions have received much less attention. Should the BfJ’s enforcement actions be upheld in court, NetzDG will represent a practical example of regulatory enforcement influencing design. This serves to indicate what a regulatory enforcement regime that seeks to increase transparency and discourage poor and misleading design could look like. Going forward, this might encourage regulatory and enforcement efforts that incentivise design practices that improve transparency, and more generally, that support broader accountability regimes and human rights online.
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